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1 Introduction

The success of traditional supervised learning models for classification tasks relies heavily on fea-
ture extraction methods. This is abundantly clear in recent literature on protein modeling, wherein
features are extracted either by computationally complex pre-processing of a protein’s composite
amino-acid sequences (e.g. BLAST [1]) or by cumbersome, experimental verification of the fea-
tures and labels (e.g. Swiss-Prot [2]). In the past decade, with the exponential growth of datasets
containing unlabeled amino acid sequences [3]], these computationally complex and manual meth-
ods are no longer feasible. In turn, there has been an uptick in research on unsupervised learning
of protein representations, inspired by algorithms in the Natural Language Processing (NLP) do-
main. Consequently, several unsupervised models [4-7], trained on various protein datasets such as
Uniref50 [4] and Pfam [§]], have emerged. As the corresponding potentially-universal protein em-
beddings are pretrained with different models and/or datasets, their evaluation has become a topic
of interest. In [7]], Rao et al. listed a set of downstream tasks and demonstrated that there was
not a single embedding which out-performed all others across all of these tasks, implying that each
embedding may have captured complementary biological features of the proteins. Our experiments
so far have focused on the remote homology classification task, one of the five tasks put forward by
Rao et al. in [[7], to standardize the evaluation of protein embeddings.

2 Task, Dataset and Embeddings

2.1 Remote Homology Classification Task

A pair of proteins is called homologous if they share a common evolutionary ancestor, which often
implies a certain level of similarity in biochemical structure and functionality. Therefore grouping
homologous proteins into homology classes becomes an important task since homology classifi-
cation is directly related to practical problems such as antibiotic-resistant gene detection [9] and
enzyme classification [10]. In our setting, the remote homology problem is formalized as a low-
similarity sequence classification problem, where a protein, being an amino acid sequence, is as-
signed to one of the 1195 protein fold classes. These classes map to 3D protein folds which are
essential to the function of the protein.

2.2 Dataset

In our dataset (which we obtain from from [11]]), each protein is represented by a sequence of amino
acids and assigned to one of the 1195 remote homology classes, depending on its fold structure,
according to Structural Classification of Proteins (SCOP) [12]]. The dataset is split into a training set
of 12312 proteins, a validation set of 736 proteins and three test sets consisting of 1272, 1254 and
718 proteins. These test sets are called family-level, superfamily-level, and fold-level, respectively.
The three test sets are chosen in the following fashion: All of the superfamilies present in the fold-
level test set are absent in the training set. Similarly, all of the families present in the superfamily-
level test set are absent in the training set. Finally, there are family-level overlaps between the
training and the family-level test sets. Therefore as we move from the family-level to fold-level test
sets, the classification task becomes harder. This allows us to use the fold-level test set to investigate
a model’s ability to generalize to unseen superfamily and family distributions for any given fold.



2.3 Embeddings

We make use of three pretrained embedding models, namely the Elmo [6]-based embedding, as
described in [[13]], Unirep [5] and the Transformer-based embedding given in [7]. For the sake
of brevity, throughout this work we will call these embeddings Elmo, Unirep and Transformer,
respectively. All three of these embedding models are pretrained over tens of millions of proteins
and we apply the pretrained models to our dataset to generate the corresponding embeddings. For a
given protein, each model generates multiple embeddings, one for each amino acid (residue) in the
said protein. In other words, after applying each of these pretrained models, a protein is represented
by a matrix, each row corresponding to the embedding of a single residue. As in [[13]], we obtain a
single vector representation for each protein by taking an average over the residual embeddings.

2.3.1 Elmo Model

The Embedding from Language Models (Elmo) model from [13] was one of our three chosen
embedding models. It consists of a character-level Convolutional Neural Network (CNN) which
is followed by two layers of bidirectional Long Short-Term Memory (LSTM) architectures. While
the CNN embeds each amino acid into a latent space, the LSTMs use that embedding to model the
context of the surrounding residues (amino acids). The model is pretrained with approximately 31
million unlabeled proteins taken from the Pfam [[8] protein database, and outputs protein embeddings
of dimension d; = 1024.

2.3.2 Unirep Model

The Unified Representation (Unirep) model, presented in [5]], is an mLSTM with 1900 hidden
units. The model is pretrained with approximately 24 million unlabeled proteins taken from the
UniRef50 [4] protein database, using next residue prediction. The model outputs protein embed-
dings of dimension ds = 1900.

2.3.3 Transformer Model

As presented by [7[], the Transformer model we use has 12 layers with 512 hidden units and 8
attention heads. Similar to Elmo, the model is pretrained with approximately 31 million unlabeled
proteins taken from the Pfam [§]] protein database, and outputs protein embeddings of dimension
ds = T768.

3 Ensemble Methods
3.1 Concatenation (CONCAT)

As proposed in [[14]], the concatenation method refers to a simple concatenation of the source embed-
dings after the /5-normalization of each embedding. Given r source embeddings with the respective
dimensions dy, . . ., d,, this method yields a meta-embedding with dconcar = E;:l d; dimensions.
As seen in Section [3] this simple method boosts the accuracy as it increases the Euclidian distance
in the new representation space at the expense of increased dimensionality.

3.2 Averaging (AVG)

Another simple ensemble method, proposed in [15]], is taking the average of the source vectors, after
lo normalization, in order to generate the meta-embedding. As described in [[15], in the presence
of dimension mismatch between the source embeddings, the embedding vectors with the lower
dimensions are zero padded from the end.

As explained in our midterm paper, we investigated the empirical distribution between different
protein embedding pairs and argued that since ¢ follows a normal distribution around ;1 = 7, AVG
approximates CONCAT without suffering from the increased dimensionality.

3.3 Interpolated Average

While taking averages over the source embeddings with dimensions dy, . . ., d,, interpolation arises
as a natural alternative to zero-padding. In this work, we applied a simple linear interpolation to the
“shorter” embeddings to match the dimensionality davg = max;¢ |, d;, before averaging.



3.4 SVD-based Meta-Embedding

Although the embeddings capture complementary features and each embedding can potentially con-
tribute to the generation of the meta-embedding, the potential performance loss due to increased
dimensionality presents a challenge. In our prior work, the concatenation of all three embed-
dings (E+U+T) underperforms the concatenation of the Elmo and Transformer embeddings (E+T)
in two of the three test datasets. To break the curse of dimensionality, we use the SVD-based meta-
embedding generation method proposed in [14]. We first concatenate all three embeddings. Here

given training dataset E”MX”;”Q for a given source embedding with dimension d < ny,, we first
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SVD-based meta-embedding is given by the first d < d columns of U::M:;"g . Here the dimension

d of the meta-embedding is a hyperparameter.

After obtaining the training meta-embedding, @ we generate the test meta-

embedding given the test dataset EteSt wd for the source embedding as follows
Ntest
test __ test yyiraining sirainingy—1 where we use the first d columns of U?est
Niest Xd Niest Xd  dXd dxd nf”txd

as the meta-embedding for the test dataset.

We stress that the performance of this method strongly depends on the datasets having correlated
features. Correlated features allow compression without a considerable loss. Indeed, when we
compute the correlation coefficients among the features and the corresponding p-values, we observe
a high correlation among the features within each embedding. On average, a feature is found to be
strongly-correlated with 3388 other features, with a standard deviation of 87. Thus, as can be seen in
Table 2] and Table 3] SVD-based meta-embeddings perform well even for modest dimensionalities
due to the aforementioned high correlation. In this project we experimented with d = 1000 :
250 : 3500, where d = 1000 is the approximate median dimension of the source embeddings and
d = 3500 is the approximate dimension of concatenated meta-embedding.

3.5 1-to-N

Proposed in [[14]], 1-to-N is a single learning-based ensemble method. The 1-to-N method is based
on the assumption that individual embeddings are linear projections of a single meta-embedding of

dimension d, into different dimensions. Formally, given training datasets for source embeddings

(4)
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1 = 1,2, 3, we learn the projection matrices P(i)di «d and the meta-embedding W, 4 such

J= ZHEEZLd WP )13+ A3 1P g, all? (1)

Here the regularization parameter A is a hyperparameter. However due to limited time and compu-
tational power, throughout our experiments we stuck with A = 1, based on initial observations. For
each d, we trained the network for 1000 “useful” epochs. Since the loss function is strictly convex,
we adapted the following schedule: If the loss J**+1) does not improve upon the loss .J(*), we reran
the ¢t + 1% epoch with a reduced learning rate. After training, the test datasets are generated by
applying projections P(®) d; xd to the source embeddings.

Similar to SVD, we experimented with d = 1000 : 250 : 3500. We observed that unlike SVD,
which yields its best performance for small values of d, 1-to-N performs best for large d.

3.6 Dynamic Meta Embeddings

In this meta-embedding scheme, the supervised learning algorithm has access to several different
embeddings for the same word and the model learns to prefer which embedding is more important
for a certain word by learning the weights for them. This idea is proposed and implemented in
[16]. First, all the available embeddings are mapped to a common d dimensional space with a
learnable linear function. Then, the projected embeddings are combined by taking weighted sum
using the weights obtained from attention mechanism. The authors also proposed the contextualized
version of the same method. As for the encoder, they used Bi-directional LSTM with Max Pooling



(BiLSTM-Max) that computes two sets of hidden states from left to right and right to left [[16].
We integrated our protein dataset with 3 different embeddings, namely Transformer, Unirep and
Elmo, and attempted to train our model with the proposed method using their implementation. Even
though authors achieved state-of-the-art performance in Natural Language Inference and Sentiment
Analysis tasks [[16], we observed that the training was not successful in our case. In our experiments,
training takes much more time than theirs and even the training accuracy barely reaches to 80%.

We think that the main problem lies in the nature of the datasets and tasks. We inspected the datasets
and embeddings used in the original experiments. First, their embeddings (GloVE, word2vec) are
of length 300 whereas our embeddings have dimensions 768, 1024 and 1900. Second, their model
inputs consist of few sentences and small number of words. Conversely the shortest protein in our
set has 17 residues whereas longer ones may contain hundreds. Note that we used each protein as a
body of text and each protein residue is treated as a word. Another major difference is in the number
of output classes. The results in the paper are obtained on the datasets with 3 to 5 classes while ours
have 1195 different classes. All in all, we did not achieve promising results with this approach in
our task and we conclude that this approach might not be applicable to protein embeddings at all.

4 Experiment Settings

In this section, we provide details about the models that we have used and the settings of our exper-
iments. The code for our experiments can be found in our Github repository.

4.1 Base Models

For the MLP, we have picked a model with 2 hidden layers and both of the layers have 2'* = 16384
neurons. It is noteworthy that the layers contain a large number of neurons since there are many
features that the model must learn, necessitating such a large capacity. Our initial experiments with
smaller hidden layer sizes showed that, after convergence, the model does not achieve an accuracy
score close to 100% even on the training set. The input size depends on the embedding scheme and
the output size is 1195. The hidden layers are followed by ReLU activation functions and we have
added a dropout layer after the first hidden layer. For all experiments, we initialized the models from
the same seed number.

For the logistic regression, we set the maximum number of iterations to 5000, meaning the classifier
stops training after 5000 iterations regardless of the convergence. For all experiments, we used the
same random state for the logistic regression.

4.2 Attention Based Models

We have also implemented 2 different attention based models which are inspired from classical
attention mechanism [17]] and the self-attention [[18]].

4.2.1 Classical Attention Based Model

In this model, we tried to imitate the role of the classical attention mechanism in each task. In the
machine translation task, attention mechanism plays important role. It is used to form a context vec-
tor by calculating the weighted average of the encoder hidden states based on the similarity score of
each of them with the current decoder input. Note that we do not have sequential data, since protein
embeddings are obtained by averaging along their residue axes. As a result, we will be creating our
hidden states with sequential linear layers. The illustration of this architecture is provided in the
following figure.

As seen in Figure [I] input embedding of size B x E, where B is the batch size and E is the em-
bedding dimension, is first mapped to M dimensional space with a linear layer followed by a ReLLU
activation. This creates the first nonlinear representation that is obtained by the weighted combi-
nation from the original embedding. As we add more layers, with linear weights of size M x M
followed by ReLU activation functions, we get higher level representations of the same embedding
by extracting different and deeper relations from the original embedding. This yields a learnable
attention weights denoted with W}, ,. By carrying out matrix multiplication with these weights
and the representations, we obtain similarity score with each of the representations. After normaliz-
ing the sum of similarity scores by applying softmax function, we get the refined context by taking
weighted average among the representations as is the case in the classical attention. Finally, this
context representation is forwarded to an MLP classifier that has 2 hidden layers, each of which has
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Figure 1: Our model architecture inspired from classical attention mechanism
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Figure 2: Modified transformer architecture with self-attention

4096 neurons followed by ReLU activation. For the hyperparameters, we used 32 representations
and we varied M from 1000 to 3500 with a step size of 250.

4.2.2 Transformer Based Model

We have implemented a transformer-based model from scratch. For inputting this model, we treated
every feature in the protein embedding as a word embedding with size 1, in other words, a protein
embedding with dimension F is treated as a sentence with Z words. We have implemented the
encoder exactly as it is in [[18]]. As explained in the paper, the motivation behind using self-attention
in the encoder is to extract the importance map between the features [18]. For the decoder, we
dropped the self-attention part since we will be using the same input embedding that is used in
the encoder. In the decoder’s attention part, we are using the Key and Query obtained from the
encoder and the Value is the input embedding itself. In this way, we are imitating the conventional
encoder-decoder mechanism by using the importance relations obtained in the encoder and using
the original value of the embedding. Aside from these, we have two more significant difference
from the original architecture. First, we do not use positional encodings since there is no sequential
nature within the features of the protein embeddings. Second, since, again, the protien features are
independent of sequential order, we incorporate all the relations within the embedding regardless of
their order.

For the hyperparameter selection, we needed to stick to h = 1 and N = 1 in [18] even though we
used a GPU with 11GB of VRAM. This is mainly because the model size increases drastically when
the the input text, or the embedding dimension size in our case, increases. Hence, we were only able
to experiment with an input embedding size of at most 1800. We were only able to do this with a
batch size of 1.



MLP Logistic Regression
Embeddding .. . . . .
Combination | Fold  Superfamily Family | Fold Superfamily Family
Method
Individual E 23.96 43.62 93.16 | 24.37 44.02 93.32
Embeddings U 21.45 33.65 84.28 | 22.42 33.49 86.16
T 21.17 39.63 90.80 | 23.12 39.00 90.88
E+U 23.68 41.71 92.30 | 25.63 43.46 93.47
Concatenation E+T 25.07 44.90 94.65 | 26.60 46.73 95.28
U+T 22.98 4091 91.67 | 26.04 42.50 93.08
E+U+T | 2507 44.74 93.95 | 27.30 46.57 95.44
E+U 24.09 42.11 92.06 | 25.21 43.86 93.40
Padded E+T 24.79 44.50 94.73 | 26.32 45.93 94.73
Average U+T 23.40 40.11 91.82 | 24.65 42.19 92.85
E+U+T | 2535 43.38 93.79 | 2743 46.17 94.81
E+U 24.23 42.82 92.14 | 24.79 43.94 93.39
Interpolated E+T 24.79 44 .82 9426 | 27.02 45.22 94.89
Average U+T 22.14 42.03 92.53 | 24.37 42.19 93.55
E+U+T | 25.07 45.53 94.18 | 26.18 45.93 94.97

Table 1: Results obtained with MLP and Logistic Regression Models

4.3 Data Processing

Let N be the number of embeddings or protein samples of a given protein embedding set .S. Since
different proteins have different numbers of residues — because they can vary in length — each protein
embedding has a different number of row dimensions. Let L be the embedding size, so each of the
samples S; in S for i = 1 : N is of size R; x L where R; is the number of residues for the i
protein. For MLP and Logistic Regression Models, we take mean of each protein embedding with
respect to its residues so that its size becomes 1 x L or simply L. After processing the embeddings
this way, the result is a training set of size N x L that will be used for training and inference.

4.4 Training

We have trained the MLP and Classical Attention based model for 100 epochs using momentum
and Nesterov accelerated SGD and weight penalties of 1e — 5 and 1le — 4. This showed better
performance compared to AdaGrad and Adam optimizers in our tests. The initial learning rate is
le — 4 with a 10-fold learning rate drop applied every 30 epochs.

We trained the Transformer based model for 60 epoch using the Adam optimizer initial learning rate
of 1e—4. Then, we applied a 10-fold learning rate drop every 20 epochs. We also used the following
Adam optimizer parameters: 81 = 0.99, 5o = 0.98 and € = 1e — 9 similar to [18]]. Also, we added
a weight penalty of 1e — 5.

5 Results

In this section, we provide the results obtained with different embedding methods and different
classifiers. In table[I] we refer to embeddings obtained with Elmo, Unirep and Transformer models
as E, U and T respectively. In tables[2] [3] first column corresponds to the dimension that is obtained
with SVD and 1-to-N methods. In table 4] for classical attention model, dimension represents the
value of M in figure[I] As shown in the midterm report, incorporation of the residue information
with the recurrent models underperform compared to our other classifiers. Hence, we decided to
stop experimenting with them.

We observed that, among all the ensembling methods, SVD proved to be the best. Without loss
of information SVD easily compresses the dimensionality. This result is also anticipated since we



1toN SVD
Dimension | Fold | Superfamily | Family | Fold | Superfamily | Family

1000 23.96 44.02 93.00 | 27.44 48.64 96.07
1250 24.51 42.58 92.77 | 27.16 48.41 96.15
1500 24.51 43.14 93.00 | 28.13 48.09 95.91
1750 24.93 43.06 9245 | 27.58 47.37 95.68
2000 24.37 43.86 9332 | 27.72 47.05 95.52
2250 23.96 43.78 93.55 | 26.88 46.97 95.83
2500 23.40 44.10 93.47 | 25.77 45.77 95.83
2750 24.51 44.02 93.55 | 2549 45.69 95.05
3000 23.82 44.26 93.16 | 25.21 44.74 95.28
3250 23.40 44.26 93.47 | 24.51 43.30 94 .81
3500 23.26 43.30 93.08 | 24.37 43.86 94.5

Table 2: Results obtained with MLP model on the embeddings obtained with 1-to-N and SVD.

observed that embedding features are highly correlated with each other and this property makes way
for an effective compression. The details are provided in section Although the Classical At-
tention based and transformer based models obtained inferior results compared to SVD, transformer
based model outperformed classical attention, which is expected due to the more sophisticated and
successful relation-extracting mechanism of the transformer model.

1toN SVD
Dimension | Fold | Superfamily | Family | Fold | Superfamily | Family
1000 25.49 45.61 95.05 | 25.21 48.09 95.52
1250 25.35 45.77 95.05 | 27.16 48.41 96.15
1500 25.21 45.85 95.05 | 25.35 48.17 95.99
1750 25.77 45.85 95.05 | 24.79 48.09 95.99
2000 25.63 46.25 95.60 | 24.65 47.53 96.07
2250 25.63 46.01 95.68 | 24.93 47.39 96.23
2500 25.77 46.09 95.68 | 24.65 46.89 96.23
2750 26.18 46.01 9591 | 24.23 47.21 95.83
3000 26.46 46.17 9591 | 24.51 46.09 95.99
3250 25.49 46.57 96.15 | 23.12 46.17 95.36
3500 25.63 46.41 96.07 | 22.84 45.93 95.20

Table 3: Results obtained with logistic regression on the embeddings obtained with 1-to-N and SVD.

6 Information-Theoretic Interpretation of the Results

As can be seen from Table [T, when we pairwise ensemble the embeddings, we observe that the
Elmo-Transformer (E+T) pair outperforms the ElImo-Unirep (E+U) and Unirep-Transformer (U+T)
embedding pairs. This implies that the embedding pair E+T should capture a higher number of
complementary features, compared to U+T and E+U. Hence, we expect a lower dependence be-
tween E+T, compared to U+T and E+U. To test this hypothesis, we utilize Mutual Information as a
metric of dependence. Mutual Information I(X;Y') measures the dependence between two random
variables X and Y drawn from a joint distribution with PDF f(X,Y"), where
f(@,y)

I(X;Y) = /f(:my) log, mdwdy 2

and a higher dependence means higher mutual information [[19].

We note that the computation of I(X;Y") requires the availability of the joint distribution f(X,Y").
To that end, after experimenting with the embeddings, we observed that the features and fea-



Classical Attention Model Transformer Based Model

M Fold | Superfamily | Family Method Fold | Superfamily | Family
1000 | 21.87 42.66 92.61 E 24.79 40.83 91.43
1250 | 20.89 42.66 92.85 T 23.96 38.84 89.86
1500 | 21.31 43.46 92.85 E + T Inter. Avg. | 26.18 43.22 93.71
1750 | 21.59 43.06 92.77 E + T Pad. Avg. | 26.18 43.46 94.34
2000 | 22.56 42.19 92.92 E + T Concat. 25.63 43.62 94.34
2250 | 22.42 43.46 92.53 1 to N - 1000 25.77 42.11 91.75

2500 | 22.7 42.74 93.08 1to N - 1250 26.32 41.31 91.9
2750 | 21.31 41.55 92.85 1to N - 1500 26.74 41.87 91.98
3000 | 22.01 42.42 92.77 1toN-1750 26.18 41.95 91.75
3250 | 22.14 42.26 92.69 SVD - 1000 26.04 45.85 95.44
3500 | 21.17 42.5 93.0 SVD - 1250 22.7 40.83 92.69
SVD - 1000 24.79 45.93 95.68

SVD - 1000 22.98 43.62 94.5

Table 4: Results obtained with Classical Attention and Transformer based models

Embedding Pair E+U E+T U+T
Mutual Information (bits) | 406.09 | 222.77 | 259.35

Table 5: Mutual information between the embedding pairs, computed over n = 16292 samples.

ture pairs demonstrate approximately-normal and approximately-jointly-normal behaviours, respec-
tively. Thus, we made a joint-normality assumption on the embedding pairs and computed their
mutual information. One can show that under the joint-normality assumption, the mutual informa-
tion between embeddings Emb; and Embs becomes

3)

[(Emb,; Embs) = %10& (dﬁ(zl)de“&))

det(21+2)

where 37, 35 and ¥, denote the covariance matrices of individual embeddings Emb; and
Emb, and the covariance matrix of associated with the joint distribution. The computed mutual
information of the embedding pairs are given in Table[5] We see that the E+T pair has the lowest
mutual information, verifying our hypothesis. Furthermore, note that the E+U pair has the maximum
mutual information by a considerable margin. We hypothesize that this is because both Elmo and
Unirep embeddings are pretrained with LSTM varieties and thus they mostly capture overlapping
sets of features. We believe this overlap alongside with the curse of dimensionality is the reason
the pair E+U mostly underperforms when compared with Elmo. Although these hypotheses require
more comprehensive experiments, the preliminary results look promising.

7 Conclusions & Future Work

In this project, via experiments in Remote Homology Classification task, we demonstrated that the
protein embeddings output by Elmo [[6], UniRep [20] and Transformer [7] models have complemen-
tary sets of features. Further, this complementarity can be exploited by combining these embeddings
through different ensemble methods. We showed that both traditional and learning-based ensemble
methods yield meta-embeddings which, in turn, outperform individual embeddings.

We also proposed two novel hypotheses regarding the information-theoretic interpretation of the
comparative performances of the embedding pairs. In these hypotheses, we suggested that pairwise
mutual information between the embeddings is closely related to the observed performance boosts
regarding each embedding pair. Beyond this project, as future work, we plan to test these hypotheses
experimentally in different tasks with several word embeddings and larger dataset sizes.
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