
v Motivation: Personal data published after anonymization
• Practical Works :Correlated Public Data → De-anonymization

v This Work: A general rigorous formulation covering            
various forms of distortion such as  noise and synchronization 
errors
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I. INTRODUCTION

What are the fundamentals of database 
matching, including the sufficient and the 

necessary conditions for  successful matching?

How do we perform successful matching under 
noise and synchronization errors?

VIII. CONCLUSION
vA unified framework of database matching in the presence of 

noise and synchronization errors
v Repetition pattern can be extracted using seeds.

• A seed size linear with the column size is sufficient.
• Seed size is logarithmic with the number of users!

v Replicas increase matching capacity if detected correctly!
• Replicas behave as ”repetition code of varying length”

II. SYSTEM MODEL
v System Model: 
• Unlabeled Database: Random 𝑚×𝑛 matrix 
𝑫(") generated according to 𝒑𝑿

• Labeling Function: Uniform permutation Θn.
• Synchronization Errors: Random column replication 

and deletion pattern 𝑆%, 𝒑𝑺.
• Noise: Independent, memoryless. 𝒑𝒀|𝑿
• Labeled Database: Matrix-permutation pair (𝑫()), Θn)

• Database Growth Rate: 𝑅 = lim
%→+

"
%
log)𝑚n

• Seeds: A batch (𝑮("), 𝑮())) of  Λn = Θ(𝑛,)
already-matched row pairs. (𝑑: Seed Order)

III. OBJECTIVES

IV. MAIN RESULT: MATCHING CAPACITY

V. ACHIEVABILITY-I: REPLICA AND DELETION DETECTION
v Replica Detection: 

Binary Hypothesis 
Testing on the 
Hamming distances 
between 
consecutive column 
pairs against a 
threshold 𝜏
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v Deletion Detection: Exhaustive search over potential 
deletion indices given seeds (𝑮 " , 𝑮 ) ).  

VI. ACHIEVABILITY-II: MATCHING SCHEME

Matching Scheme :
1. Use the described replica and deletion detection algorithms
2. Convert the problem into a channel decoding problem by
• Discarding deleted columns from 𝑫(")
• Grouping replicas in 𝑫()) by marker addition

3. Check if  𝑋% and @𝑌 are jointly typical.  
4. Match @𝑌 with 𝑋%, if 𝑋% is the only row jointly typical with !𝑌. 

Y K = [Y1, Y2, Y3, Y4, Y5, Y6, . . .]

[Y1, Y2||Y3, Y4, Y5|Y6|| . . .]

Ŝn = [2, 0, 3, 1, 0, . . .]

Marker Addition

Erasure Symbol
Addition

Ỹ = [Y1, Y2| ⇤ |Y3, Y4, Y5|Y6| ⇤ | . . .]

VII. CONVERSE
vA genie-aided proof

• The availability of the repetition pattern 𝑆% is assumed
v Provides insight into privacy-preserving anonymized data 

sharing/publication
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vSuccessful Matching: Correct estimation of the labeling 
function Θ by the attacker, given (𝑫("), 𝑫()), 𝑮("), 𝑮()))

𝑚n

𝑛

v Matching Capacity: 
𝐶 𝑑 = sup{𝑅: 𝑅 𝑖𝑠 𝑎𝑐ℎ𝑖𝑒𝑣𝑎𝑏𝑙𝑒 𝑔𝑖𝑣𝑒𝑛 Θ 𝑛, 𝑠𝑒𝑒𝑑𝑠 }
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